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Preface

i n more than four decades since the first edition of Multivariate Data Analysis, the fields of multivariate statistics, 
and analytics in general, have evolved dramatically in several different directions for both academic and applied 

researchers. In the methodological domain, we have seen a continued evolution of the more “traditional” statistical 
methods such as multiple regression, ANOVA/MANOVA and exploratory factor analysis. These methods have 
been extended not only in their capabilities (e.g., additional options for variable selection, measures of variable 
importance, etc.), but also in their application (e.g., multi-level models and causal inference techniques). These 
“traditional” methods have been augmented by a new generation of techniques represented by structural equation 
modeling and partial least squares. These methods integrate many of the former methods (e.g., multiple regres-
sion and exploratory factor analysis) into new analytical techniques to perform confirmatory factor analysis and 
structural model estimation. But perhaps most exciting has been the integration of methods from the fields of data 
mining, machine learning and neural networks. These fields of study have remained separate for too long, repre-
senting different “cultures” in terms of approaches to data analysis. But as we discuss in Chapter 1 and throughout 
the text, these two fields provide complementary approaches, each of which has advantages and disadvantages. We 
hope that by acknowledging these complementarities we can in some small way increase the rate of integration 
between the two fields. 

The development of these analytical methods has also been greatly facilitated by the tremendous increase in 
computing power available in so many formats and platforms. Today the processing power is essentially unlim-
ited as larger and larger types of problems are being tackled. The availability of these techniques has also been 
expanded not only through the continued development of the traditional software packages such as SAS and it’s 
counterpart JMP, IBM SPSS and STATA, as well as SmartPLS for PLS-SEM, but also the recent wide-spread use of 
free, open-source, software, typified by the R-project, which has been around as far back as 1992, with roots at Bell 
Labs previous to that time. Today researchers have at their disposal the widest range of software alternatives ever 
available.

But perhaps the most interesting and exciting development has occurred in the past decade with the emergence 
of “Big Data” and the acceptance of data-driven decisionmaking. Big Data has revolutionized the type and scope of 
analyses that are now being performed into topics and areas never before imagined. The widespread availability of 
both consumer-level, firm-level and event-level data has empowered researchers in both the academic and applied 
domains to address questions that only a few short years ago were not even conceptualized. An accompanying trend 
has been the acceptance of analytical approaches to decisionmaking at all levels. In some instances researchers had 
little choice since the speed and scope of the activities (e.g., many digital and ecommerce decisions) required an 
automated solution. But in other areas the widespread availability of heretofore unavailable data sources and unlim-
ited processing capacity quickly made the analytical option the first choice.

The first seven editions of this text and this latest edition have all attempted to reflect these changes within the 
analytics landscape. As with our prior editions we still focus in the traditional statistical methods with an emphasis 
on design, estimation and interpretation. We continually strive to reduce our reliance on statistical notation and 
terminology and instead to identify the fundamental concepts which affect application of these techniques and then 
express them in simple terms—the result being an applications-oriented introduction to multivariate analysis for 
the non-statistician. Our commitment remains to provide a firm understanding of the statistical and managerial 
principles underlying multivariate analysis so as to develop a “comfort zone” not only for the statistical but also the 
practical issues involved.

xiv
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xvPreface

new Features

But the emergence of “Big Data, ” increased usage of data mining and machine learning techniques, and the accep-
tance of data-driven decision-making, has motivated us to try and provide a broader perspective on analytics than 
in the past. Our goal is to recognize these three emerging trends and address how they impact the analytical domain 
for both academicians and applied researchers. The eighth edition of Multivariate Data Analysis provides an updated 
perspective on data analysis of all types of data as well as introducing some new perspectives and techniques that are 
foundational in today’s world of analytics:

 ● New chapter on partial least squares structural equation modeling (PLS-SEM), an emerging technique with 
equal applicability for researchers in the academic and organizational domains.

 ● Integration of the implications of Big Data into each of the chapters, providing some understanding of the role 
of multivariate data analysis in this new era of analytics.

 ● Extended discussions of emerging topics, including causal treatments/inference (i.e., causal analysis of 
non-experimental data as well as discussion of propensity score models) along with multi-level and panel 
data models (extending regression into new research areas and providing a framework for cross-sectional/
time-series analysis).

 ● Updates in each chapter of technical improvements (e.g., multiple imputation for missing data treatments) as 
well as the merging of basic principles from the fields of data mining and its applications.

 ● In addition to the new PLS-SEM chapter, the chapters on SEM have greater emphasis on psychometrics and 
scale development, updated discussions on the use of reflective versus formative scaling, describe an alternative 
approach for handing interactions (orthogonal moderators), as well as in-depth discussion of higher-order CFA 
models, multi-group analyses, an introduction to Bayesian SEM, and an updated discussion of software avail-
ability. The multi-group discussion also includes an alternative to partial metric invariance when cross-group 
variance problems are small. Additionally, an added set of variables is included with HBATSEM as a way of 
illustrating diagnostic issues arising when the psychometric properties of a scale do not adhere to the rules of 
thumb for measuring a latent factor. The expanded data set is available as HBATSEM6CON.

 ● Online resources for researchers including continued coverage from past editions of all of the analyses from the 
latest versions of SAS, SPSS and SmartPLS (commands and outputs) 

With the addition of the new chapter on PLS-SEM and other new content in each chapter, several chapters from 
prior editions were omitted from the current edition, but are still available on the website (www.mvstats.com). 
The chapters for conjoint analysis, multidimensional scaling and correspondence analysis have been formatted 
in “publication ready” formats and are available to all adopters as well as interested researchers on the website. 
Special thanks are due to Pei-ju Lucy Ting and Hsin-Ju Stephanie Tsai, both from University of Manchester, for 
their work on revising the chapter on canonical correlation analysis in our prior edition. They updated this chap-
ter with an example using the HBAT database, added recently published material, and reorganized it to facilitate 
understanding. This is one of the chapters now available on our Web site for those who wish to learn more about 
this technique.

Each of these changes, and others not mentioned, will assist readers in gaining a more thorough understanding 
of both the statistical and applied issues underlying these techniques.

PeDAGoGY
Almost all statistics texts include formulas and require knowledge of calculus or matrix algebra. A very important 
question is “Can students comprehend what they are reading and apply it?” This book offers a wealth of pedagogical 
features, all aimed at answering this question positively. Presented here is a list of the major elements:

Learning Objectives. Each chapter begins with clear learning objectives that students can use to assess their 
expectations for the chapter in view of the nature and importance of the chapter material.
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xvi

Key Terms and Concepts. These are bold-faced in the text and are listed at the beginning of the chapters to facil-
itate comprehension.
Chapter Summaries.  These detailed summaries are organized by the learning objectives presented at the 
beginning of the chapter. This approach to organizing summaries helps students to remember the key facts, 
concepts, and issues. They also serve as an excellent study guide to prepare for in-class exercises or exams.
Questions for Review and Discussion. The review and discussion questions are carefully designed to enhance the 
self-learning process and to encourage application of the concepts learned in the chapter. There are six or seven 
questions in each chapter designed to provide students with opportunities to enhance their comprehension of 
the concepts.
Suggested Readings. A list of the most relevant additional readings is provided at the end of the chapter. These 
readings enable you to review many of the sources of the information summarized in the chapter as well as extend 
your knowledge to other more detailed information.
HBAT Database. The HBAT database is a continuing case of a business scenario embedded throughout the book 
for the purpose of illustrating the various statistical concepts and methods. The case is introduced in Chapter 1, 
and in each subsequent chapter it builds upon the previously learned concepts. A single research situation is used 
to illustrate various aspects of the process of applying each of the multivariate methods. The HBATSEM data is 
enhanced for the 8th edition.
Software commands/syntax. An expanded feature from prior editions are the software-specific resources to 
enable a researcher to replicate the analyses in the text in SAS, IBM SPSS, and SmartPLS for that chapter. In addi-
tion to these software commands, actual outputs for all of the analyses in the text are available for the student to 
examine and even compare to their results. The authors are also committed to continue development of these 
resources, hopefully extending theses supplements to include selected R code and outputs in the near future.

onLine ReSoURceS
The book provides an extensive and rich ancillary package. The following is a brief description of each element in 
the package. These materials are available via Cengage Brain and the text’s dedicated website (www.mvstats.com).

Instructor’s Resources.  PowerPoint slide presentations provide an easy transition for instructors teaching with 
the book the first time. For those who have used previous editions, there are many new support materials to build 
upon the notes and teaching enhancement materials available previously. A wealth of extra student projects and 
examples are available as additional classroom resources. All of these materials are available via Cengage Brain.
Website. Students can access the book’s dedicated website (www.mvstats.com) for additional information about 
the various statistical methods and to evaluate their understanding of chapter material. Additional resources are 
offered for each chapter—look for prompts in the book that will guide you to the website for more useful infor-
mation on various topics.
Data Sets. Data sets in SPSS format are available at the book’s website (www.mvstats.com). The two primary 
data sets are the HBAT customer survey data set used in the first 8 chapters of the book, and the HBAT employee 
survey data set used in Chapters 9 to 13. These data sets can be used to illustrate the examples in the text as well 
as assign application exercises that go beyond the book examples. 

Preface
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1

chapter Preview

Chapter 1 presents a simplified overview of multivariate analysis. It stresses that multivariate analysis methods will 
increasingly influence not only the analytical aspects of research but also the design and approach to data collec-
tion for decision making and problem solving. Although multivariate techniques share many characteristics with 
their univariate and bivariate counterparts, several key differences arise in the transition to a multivariate analysis. 
To illustrate this transition, Chapter 1 presents a classification of multivariate techniques. It then provides general 
guidelines for the application of these techniques as well as a structured approach to the formulation, estimation, and 
interpretation of multivariate results. The chapter concludes with a discussion of the databases utilized throughout 
the text to illustrate application of the techniques.

Learning objectives

Upon completing this chapter, you should be able to do the following:

 ● Explain what multivariate analysis is and when its application is appropriate.

 ● Discuss the implications of Big Data, the emergence of algorithmic models and causal inference on multivariate 

analysis.

 ● Discuss the nature of measurement scales and their relationship to multivariate techniques.

 ● Understand the nature of measurement error and its impact on multivariate analysis.

 ● Examine the researcher options for managing the variate and dependence models.

 ● Understand the concept of statistical power and the options available to the researcher.

 ● Determine which multivariate technique is appropriate for a specific research problem.

 ● Define the specific techniques included in multivariate analysis.

 ● Discuss the guidelines for application and interpretation of multivariate analyses.

 ● Understand the six-step approach to multivariate model building.

1 Overview of Multivariate  
Methods
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2 Chapter 1  Overview of Multivariate Methods 

Key terms

Before starting the chapter, review the key terms to develop an understanding of the concepts and terminology used. 
Throughout the chapter, the key terms appear in boldface. Other points of emphasis in the chapter are italicized. Also, 
cross-references within the key terms appear in italics. 

Algorithmic models See data mining models.
Alpha (α) See Type I error.
Beta (β) See Type II error.
Big Data The explosion in secondary data typified by increases in the volume, variety and velocity of the data being made available 

from a myriad set of sources (e.g., social media, customer-level data, sensor data, etc.).
Bivariate partial correlation Simple (two-variable) correlation between two sets of residuals (unexplained variances) that remain 

after the association of other independent variables is removed.
Bootstrapping An approach to validating a multivariate model by drawing a large number of subsamples and estimating models for each 

subsample. Estimates from all the subsamples are then combined, providing not only the “best” estimated coefficients (e.g., means 
of each estimated coefficient across all the subsample models), but their expected variability and thus their likelihood of differing 
from zero; that is, are the estimated coefficients statistically different from zero or not? This approach does not rely on statistical 
assumptions about the population to assess statistical significance, but instead makes its assessment based solely on the sample data.

causal inference Methods that move beyond statistical inference to the stronger statement of “cause and effect” in non-exper-
imental situations.

composite measure Fundamental element of multivariate measurement by the combination of two or more indicators. See 
summated scales.

cross-validation Method of validation where the original sample is divided into a number of smaller sub-samples (validation 

samples) and that the validation fit is the “average” fit across all of the sub-samples.
Data mining models Models based on algorithms (e.g., neural networks, decision trees, support vector machine) that are widely 

used in many Big Data applications. Their emphasis is on predictive accuracy rather than statistical inference and explanation 
as seen in statistical/data models such as multiple regression.

Data models See statistical models.
Dependence technique Classification of statistical techniques distinguished by having a variable or set of variables identified as 

the dependent variable(s) and the remaining variables as independent. The objective is prediction of the dependent variable(s) 
by the independent variable(s). An example is regression analysis.

Dependent variable Presumed effect of, or response to, a change in the independent variable(s).
Dimensional reduction The reduction of multicollinearity among variables by forming composite measures of multicollinear 

variables through such methods as exploratory factor analysis.
Directed acyclic graph (DAG) Graphical portrayal of causal relationships used in causal inference analysis to identify all “threats” 

to causal inference. Similar in some ways to path diagrams used in structural equation modeling. 
Dummy variable Nonmetrically measured variable transformed into a metric variable by assigning a 1 or a 0 to a subject, depend-

ing on whether it possesses a particular characteristic.
effect size Estimate of the degree to which the phenomenon being studied (e.g., correlation or difference in means) exists in 

the population.
estimation sample Portion of original sample used for model estimation in conjunction with validation sample 
General linear model (GLM) Fundamental linear dependence model which can be used to estimate many model types (e.g., multi-

ple regression, ANONA/MANOVA, discriminant analysis) with the assumption of a normally distributed dependent measure.
Generalized linear model (GLZ or GLiM) Similar in form to the general linear model, but able to accommodate non-normal 

dependent measures such as binary variables (logistic regression model). Uses maximum likelihood estimation rather than 
ordinary least squares. 

Holdout sample See validation sample.
independent variable Presumed cause of any change in the dependent variable.
indicator Single variable used in conjunction with one or more other variables to form a composite measure.
interdependence technique Classification of statistical techniques in which the variables are not divided into dependent and 

independent sets; rather, all variables are analyzed as a single set (e.g., exploratory factor analysis).
Measurement error Inaccuracies of measuring the “true” variable values due to the fallibility of the measurement instrument 

(i.e., inappropriate response scales), data entry errors, or respondent errors.
Metric data Also called quantitative data, interval data, or ratio data, these measurements identify or describe subjects (or objects) 

not only on the possession of an attribute but also by the amount or degree to which the subject may be characterized by the 
attribute. For example, a person’s age and weight are metric data.

Multicollinearity Extent to which a variable can be explained by the other variables in the analysis. As multicollinearity increases, 
it complicates the interpretation of the variate because it is more difficult to ascertain the effect of any single variable, owing 
to their interrelationships.
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3Chapter 1  Overview of Multivariate Methods 

Multivariate analysis Analysis of multiple variables in a single relationship or set of relationships.
Multivariate measurement Use of two or more variables as indicators of a single composite measure. For example, a personality 

test may provide the answers to a series of individual questions (indicators), which are then combined to form a single score 
(summated scale) representing the personality trait.

nonmetric data Also called qualitative data, these are attributes, characteristics, or categorical properties that identify or 
describe a subject or object. They differ from metric data by indicating the presence of an attribute, but not the amount. 
Examples are occupation (physician, attorney, professor) or buyer status (buyer, non-buyer). Also called nominal data or 
ordinal data.

overfitting Estimation of model parameters that over-represent the characteristics of the sample at the expense of generalizability 
to the population at large.

Power Probability of correctly rejecting the null hypothesis when it is false; that is, correctly finding a hypothesized relationship 
when it exists. Determined as a function of (1) the statistical significance level set by the researcher for a Type I error 1a 2 , (2) the 
sample size used in the analysis, and (3) the effect size being examined.

Practical significance Means of assessing multivariate analysis results based on their substantive findings rather than their statis-
tical significance. Whereas statistical significance determines whether the result is attributable to chance, practical significance 
assesses whether the result is useful (i.e., substantial enough to warrant action) in achieving the research objectives.

Reliability Extent to which a variable or set of variables is consistent in what it is intended to measure. If multiple measurements 
are taken, the reliable measures will all be consistent in their values. It differs from validity in that it relates not to what should 
be measured, but instead to how it is measured.

Specification error Omitting a key variable from the analysis, thus affecting the estimated effects of included variables.
Statistical models The form of analysis where a specific model is proposed (e.g., dependent and independent variables to be 

analyzed by the general linear model), the model is then estimated and a statistical inference is made as to its generalizability 
to the population through statistical tests. Operates in opposite fashion from data mining models which generally have little 
model specification and no statistical inference.

Summated scales Method of combining several variables that measure the same concept into a single variable in an attempt to 
increase the reliability of the measurement through multivariate measurement. In most instances, the separate variables are 
summed and then their total or average score is used in the analysis.

treatment Independent variable the researcher manipulates to see the effect (if any) on the dependent variable(s), such as in an 
experiment (e.g., testing the appeal of color versus black-and-white advertisements).

type i error Probability of incorrectly rejecting the null hypothesis—in most cases, it means saying a difference or correla-
tion exists when it actually does not. Also termed alpha 1a 2 . Typical levels are five or one percent, termed the .05 or .01 level, 
respectively.

type ii error Probability of incorrectly failing to reject the null hypothesis—in simple terms, the chance of not finding a correla-
tion or mean difference when it does exist. Also termed beta 1b 2 , it is inversely related to Type I error. The value of 1 minus the 
Type II error 11 2 b 2  is defined as power.

Univariate analysis of variance (AnoVA) Statistical technique used to determine, on the basis of one dependent measure, whether 
samples are from populations with equal means.

Validation sample Portion of the sample “held out” from estimation and then used for an independent assessment of model fit 
on data that was not used in estimation.

Validity Extent to which a measure or set of measures correctly represents the concept of study—the degree to which it is free from 
any systematic or nonrandom error. Validity is concerned with how well the concept is defined by the measure(s), whereas 
reliability relates to the consistency of the measure(s).

Variate Linear combination of variables formed in the multivariate technique by deriving empirical weights applied to a set of 
variables specified by the researcher.

What is Multivariate Analysis?

Today businesses must be more profitable, react quicker, and offer higher-quality products and services, and do it 
all with fewer people and at lower cost. An essential requirement in this process is effective knowledge creation and 
management. There is no lack of information, but there is a dearth of knowledge. As Tom Peters said in his book 
Thriving on Chaos, “We are drowning in information and starved for knowledge” [45].

The information available for decision making has exploded in recent years, and will continue to do so in the 
future, probably even faster. Until recently, much of that information just disappeared. It was either not collected or 
discarded. Today this information is being collected and stored in data warehouses, and it is available to be “mined” 
for improved decision-making. Some of that information can be analyzed and understood with simple statistics, but 
much of it requires more complex, multivariate statistical techniques to convert these data into knowledge.
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A number of technological advances help us to apply multivariate techniques. Among the most important are 
the developments in computer hardware and software. The speed of computing equipment has doubled every 
18 months while prices have tumbled. User-friendly software packages brought data analysis into the point-and-
click era, and we can quickly analyze mountains of complex data with relative ease. Indeed, industry, government, 
and  university-related research centers throughout the world are making widespread use of these techniques.

Throughout the text we use the generic term researcher when referring to a data analyst within either the practi-
tioner or academic communities. We feel it inappropriate to make any distinction between these two areas, because 
research in both relies on theoretical and quantitative bases. Although the research objectives and the emphasis in 
interpretation may vary, a researcher within either area must address all of the issues, both conceptual and empirical, 
raised in the discussions of the statistical methods.

three converging trends

The past decade has perhaps been the most complex, evolving and thus interesting with regards to analytics, whether 
within the academic domain or in the world of organizational decision-making. While there are many fields that can 
be identified as the “hot” topics or buzz terms of note (e.g., data scientists as the sexiest job of the 21st Century [16]), 
we feel that three topics merit discussion as they are emerging to radically transform what we think of as analytics 
in the near future. These topics are not focused just on the academic or organizational domains, as those worlds are 
converging as well. Instead they represent fundamental shifts in the inputs, processes/techniques and outputs of what 
we term analytics. We hope this discussion provides some broader context for you as an analyst in whatever domain 
you practice as the principles and objectives are similar anywhere you engage in analytics.

toPic 1: RiSe oF BiG DAtA
There is no factor impacting analytics that has been more publicized and talked about than “Big Data.” And this 
is not just hyperbole, as there has been an explosion in data available today. The sources are varied: the world of 
social media and online behavior; the Internet of Things which has brought connectivity to almost every type of 
device; the almost incomprehensible amount of data in the sciences in such areas as genomics, neuroscience and 
astrophysics; the ability of storage devices to capture all this information and software (e.g., Hadoop and others) to 
manage that data; and finally the recognition by organizations of all types that knowing more about their customers 
through information can better inform decision-making. Everywhere you turn, the impact of data for improved 
decisions and knowledge is becoming increasingly important [14]. But what does this mean for the analyst—is it 
just more observations to be analyzed? We think not and hope to address in our brief discussion several important 
topics: What is Big Data? How does it impact organizational decisions and academic research? What impact does 
it have on analytics and the analyst? What are the problems Big Data presents for all analysts? And what can we 
expect moving forward?

What is Big Data? While the definition of Big Data is still evolving, it is becoming more useful to define it in terms 
of its basic characteristics. Perhaps the most basic are the Vs of Big Data, first thought to encompass Volume, Variety 
and Velocity, but being expanded with the addition of Veracity, Variability and Value [20]. Let’s look at each of these 
briefly for their impact on analytics.

VoLUMe Perhaps no characteristic describes Big Data as well as Volume, since it is the sheer magnitude of infor-
mation being collected that initiated the term. While quantifying the amount of data is always speculation, it is 
generally agreed upon that we are encountering amounts of data never before seen in history (i.e., actually equal 
to and perhaps more than everything gathered before by mankind), and a recent study estimates we will be gath-
ering ten times the amount of information annually by 2025 [13]. So whatever the incomprehensible amount, the 
implications are huge!
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Sample sizes will increase dramatically. For many types of studies the days of small scale studies of several hundred 
will be replaced by secondary data sources providing thousands if not millions of cases. Online experimentation will 
provide almost instant access to data, and longitudinal analyses will become much more common as data is collected 
over time. Every one of the techniques using statistical inferences will require new approaches for interpretation and 
impact when everything is statistically significant due to increased sample size. These and many other changes will 
impact not only the scale at which analysis is done, but also the fundamental approaches analysts take to address 
any research question.

VARietY The variety of Big Data is in many ways the pathway to the increases in the volume of data described earlier. 
Whereas analysts used to rely on primary and to some extent secondary data gathered expressly for the purposes of 
research, today we have access to a myriad of sources (e.g., social media, Internet of Things, digital traces of behav-
ior, etc.) that emerge from a digitization of social life [32] that are actual behavioral data. Rather than rely upon a 
respondent’s reply to a question (e.g., website visits, social media posts and social graph information, search queries, 
products purchased), actual behaviors are available to provide more direct measures of each individual.

The increases in variety come with their own challenges. First, how can we incorporate hundreds or even thou-
sands of variables into the analyses, especially if explanation and interpretability is required? As a result, techniques in 
data reduction (see Chapter 3) will play an increasingly important role. And when the variables are specified, variable 
selection techniques become critical (e.g., multiple regression in Chapter 5), as discussed in our later overview of 
managing the variate. And finally, all of this increased data will generally include a nonmetric quality, so how will 
our analyses adapt to the shift to these forms of measurement? What types of measures can we obtain from social 
media posts? Search queries? Past product purchases? The analyst now faces the task of “managing” the data so as 
to represent constructs beyond the actual measures themselves.

VeLocitY The third characteristic of velocity has its greatest impact in the implementation of analytics since deci-
sions must be made in an automated fashion (e.g., online web auctions for ad placement taking only milliseconds, 
product recommendations available immediately and a host of other immediate benefits the customer now expects 
instantaneously). But researchers can leverage this velocity for their own benefit—one example being the ease of 
online data collection. As discussed in Chapter 6, we have seen a resurgence of experimentation and the interest in 
causal inference with the widespread availability of online surveys and the ease of administering online experiments 
in the digital domain.

VeRAcitY The characteristic of veracity is becoming of increased interest among Big Data analysts, since they must 
balance the increased variety of data sources versus data quality, among them the issues of missing data and measure-
ment error (see Chapter 2). As secondary data become primary data sources for analysts in all areas, they must guard 
against a “blind trust” of the data and ensure the results and conclusions drawn from these varied data sources stand 
the scrutiny normally reserved for both academia and the applied domain. Just because we have new sources and an 
increased number of variables does not absolve the analyst from the same standards as applied to past research efforts.

VARiABiLitY AnD VALUe The variability seen in Big Data refers to the variation in the flow of the data, which may impact 
issues such as timeliness. The value of Big Data is a representation of the notion that abundance, not scarcity, is 
the driver of value in this new era. As such, the analyst must embrace these new sources of data and expand their 
perspectives on the types of information applicable to their research questions.

SUMMARY Even this quick overview of the characteristics of Big Data hopefully sensitizes the analyst to the range of 
issues arising from this new era of analytics. And it is important that analysts in all domains, academic and organi-
zational, come to appreciate the opportunities presented by Big Data while also being cautious in the many pitfalls 
and implicit assumptions associated with the new sources of data. We discuss in the next sections some of the ways 
in which analytics are changing in these domains and then some explicit problems in Big Data use.

Impacts on Organizational Decisions and Academic Research The driving force behind the widespread adoption 
of Big Data analytics is the potential benefit in organizational decision-making. Whether the benefits are associated 
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with for-profit or non-profit, governmental or private, the perceived potential is unquestioned. Perhaps this is best 
reflected in a statement from a recent article on the revolution of Big Data in management thought:

Data-driven decisions are better decisions—it’s as simple as that. Using Big Data enables managers to decide on the 

basis of evidence rather than intuition. For that reason it has the potential to revolutionize management [34, p. 5].

Examples abound extolling the benefits derived from the application of increased analytical focus with these 
newfound data sources. Indeed, management processes and expectations have been irrevocably changed with this 
desire for more “objectivity” through analytical perspectives. While there are obvious challenges in translating these 
outcomes to organizational value [27], and organizations must be willing to evolve and reorient their processes [46], 
there is little doubt that data-driven decision-making is here to stay. Thus, analysts will be more involved with 
 providing critical inputs on decisions at all levels of the organization.

While academicians have generally been slower to adopt and integrate Big Data into their research, certain areas 
in the sciences (e.g., biology [33], neuroscience [31], biomedicine [3]) have already faced these challenges and are 
moving forward with research agendas predicated on enhanced analytics. Many other research areas, especially those 
that interface with organizations (e.g., the business disciplines) or those fields in the technical areas of computer 
science and informatics, are moving forward with the investigation of the applications of Big Data analytics in their 
fields. But these areas are also recognizing the increased potential Big Data provides in the types of research questions 
that can now be addressed as well as the expanded analytics “toolkit” that has become available [14, 22, 17, 51, 19]. As 
researchers become more aware of these opportunities in both data and techniques their utilization will naturally 
increase.

Impacts on Analytics and the Analyst To this point we have focused on the character of Big Data and its application 
within every field of inquiry. But what about the analytics process and the qualities required of the analyst? Is this a 
time for increasing specialization or diversification? What is the role of domain knowledge and the context within 
which the analysis takes place? These are only a few of the changes that are facing analysts today.

One area related to the Variety of Big Data is the wide range of analytic sub-domains. Emerging today are analyt-
ics focused on text processing, image analysis, and speech recognition, along with areas such as social media and 
network analysis [21]. All of these specialized domains can then provide inputs into the more generalized analysis 
(e.g., consumer sentiments from social media analytics) to extend the scope of the factors considered. We also see 
that analytics are being categorized based on the objective of the analysis, thus making the decision context even 
more important. Recent research [46] identified five types of analysis based on their objective: descriptive, inquisitive, 
predictive, prescriptive and pre-emptive. Much as the academicians differentiate their research, the applied domains 
are finding it useful to characterize their desired outcomes as well.

Finally, a number of skills are emerging that serve all analysts in this new era [20]. Visualization is becoming 
essential, not only in dealing with the vast numbers of observations, but the increasingly large number of dimensions/
variables being included in the analysis. This also gives rise to methods to manage dimensionality, from concepts 
of sparsity (akin to parsimony) and even optimization to aid in the variable selection process. As noted earlier 
data management will be increasingly important and perhaps most important of all is the benefit of being multi- 
disciplinary in interests, as fields of all types are pursuing research agendas that may assist in resolving research 
questions in other areas.

Problems in Big Data Use No discussion of Big Data analytics would be complete without addressing the rising 
concern with issues such as privacy, security, political disruption, invasive commercial strategies and social stratifi-
cation [6,50]. All of these issues raise cautions in the use of Big Data analytics, for even those applications with the 
best of intentions may have unintended consequences. And the problems are not restricted to the outcomes of these 
efforts, but also reside in the implicit assumptions analysts may take for granted. Harford [28] identified four “articles 
of faith” that may cause serious problems: overrating accuracy if we ignore false positives; replacement of causation 
with correlation; the idea that sampling bias is eliminated when the issues still remain; and letting the “data speak” 
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and ignoring the presence of spurious correlations [11]. These and many other issues require the analyst not only to 
define the problem correctly, select and apply the appropriate technique and then correctly interpret the results, but 
also to be cognizant of these more implicit concerns in every research situation.

Moving Forward Our brief discussion of Big Data and its impact on analytics and analysts, both academic and 
applied, was not to provide a definitive guide, but rather to expose analysts to the broader issues that create both 
benefits and consequences with the use of Big Data [18]. We believe awareness will encourage analysts to define not 
only their research questions more broadly, but also their scope of responsibility in understanding these types of 
issues and how they might impact their analyses. The impact of Big Data may be good or bad, but the distinction is 
heavily influenced by the analysts and the decisions made in their analysis.

toPic 2: StAtiSticAL VeRSUS DAtA MininG MoDeLS
The era of Big Data has not just provided new and varied sources of data, but also placed new demands on the 
analytical techniques required to deal with these data sources. The result has been the recognition of two “cultures” 
of data analysis that are distinct and purposeful in their own way. Breiman [7] defined these two cultures as data 
models versus algorithmic models. As we will see in the following discussions, they represent two entirely differ-
ent approaches towards analysis, with opposing assumptions as to the basic model formulations and the expected 
results. But these differences do not make one approach better than the other and we will discuss the strengths and 
weaknesses of each approach as a means of distinguishing their role in this new era of analytics.

While there are dramatic differences between these two approaches, they are both operating under the same 
conditions. A research problem can be simply defined as a set of predictor variables working some defined process 
to generate an outcome. But the analyst must create some representation of the process that provides two possible 
objectives: accurate prediction of the outcome and explanation/knowledge of how the process operates. As we will 
see, it is the how the process is defined and which of these two objectives takes precedence that distinguishes the 
two cultures.

Statistical or Data Models The concept of data models is one that closely aligns with our classical view of statis-

tical models and analysis. Here the analyst typically defines some type of stochastic data model (e.g., a multiple 
or logistic regression model), such as the predictor variables and their functional form [7]. Thus, the data model 
is a  researcher-specified model that is then estimated using the data available to assess model fit and ultimately its 
acceptability. The challenges for the researcher are to (a) correctly specify a model form that represents the process 
being examined, and (b) perform the analysis correctly to provide the explanation and prediction desired. Thus, the 
researcher must make some assumptions as to the nature of the process and specify a model form that best replicates 
its operations. Our basic models of statistical inference, such as multiple regression, MANOVA or discriminant 
analysis/logistic regression, are examples of this approach to analysis.

If the analytical results are successful (e.g., good model fit, acceptable model parameters) the researcher can then 
make inferences as to the underlying nature of the process being examined. From these inferences explanation of 
the process forms through repeated analyses and some body of knowledge is developed. But the researcher must 
also recognize that any conclusions are about the proposed model and not really about the underlying process. If the 
model is an incorrect representation of the process any inferences may be flawed. Science is replete with theories that 
were later disproved. This does not make the process flawed, but it does caution the researcher to always be aware 
that there may be many “alternative” models that can also represent the process and provide different conclusions.

Data Mining or Algorithmic Models An alternative field of modeling has developed outside of the field of statistics, 
generally known as data mining, where the focus is not on the specified model, but the technique of explanation. 
Algorithmic models, also known as data mining and even the contemporary terms of machine learning and arti-
ficial intelligence, take a different approach to understanding the process by shifting the focus from explanation of 
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the process to prediction. The fundamental premise is that the process being studied is inherently so complex that 
specification of a precise model is impossible. Rather, the emphasis is on the algorithms, how they can represent any 
complex process and how well they ultimately predict the outcomes. Explanation of the process is secondary to the 
ability of the algorithm to complete its task of prediction. So image recognition models do not provide insight into 
how images might be distinguished, but rather at how well they differentiate among images. Examples of algorithmic 
models include neural networks, decision trees and even cluster analysis. In each instance the result is a prediction, 
not a generalization to the population (i.e., statistical inference).

Why Distinguish Between Models? As Brieman [7] describes, these two models truly represent different “cultures” 
of model building, coming from different research disciplines, operating on fundamentally different assumptions 
about how the models should operate and what are the most important objectives. While each will continue to evolve 
separately, recognition of their different strengths and weaknesses can enable researchers from both “cultures” to 
appreciate the differences and better understand the situations and research questions most suited to each approach. 
This becomes critically important as the era of Big Data analytics demands more insights from analysts into an ever 
increasing array of issues and contexts.

Figure 1.1 provides some differences between these two approaches on a number of fundamental characteristics of 
the research process. As we see, the statistical or data model approach approximates what many consider the scientific 
method, postulating a model based upon theory and then executing a research design to rigorously test that model 
and ultimately the underlying theory. The data mining or algorithmic models approach the problem differently, 
and bring little in the way of conceived speculation on how the process should be described. They instead focus on 
the best algorithms what can replicate the process and achieve predictive accuracy. Moreover, there is little theory 
testing and thus little explanation of how the process of interest actually operates, just that is can be mimicked by 
the algorithm as represented by its predictive accuracy.

Figure 1.1
comparing Between Statistical/Data Models and Data Mining/Algorithmic Models

characteristic Statistical/Data Models Data Mining/Algorithmic Models

Research Objective Primarily Explanation Prediction

Research Paradigm Theory-based (deductive) Heuristic-based (inductive)

Nature of Problem Structured Unstructured

Nature of Model Development Confirmatory Exploratory

Type of Data Analyzed Well defined, collected for  

purpose of the research

Undefined, generally analysis used data 

available

Scope of the Analysis Small to large datasets (number  

of variables and/or observations)

Very large datasets (number of variables 

and/or observations)

Our purpose in this discussion is not to “pick a winner” or build a case for one method over another, but instead 
to expose researchers in both “cultures” to the assumptions underlying their two approaches and how they might 
complement one another in many situations. There are obviously situations in which the process of interest (e.g., 
autonomous vehicles) is so complex that it would seem impossible to completely specify the underlying models 
(e.g., rules of the road) and the algorithmic models like machine learning seem most applicable. But how do analysts 
and managers deal with situations that require managerial action? How do we best engage in product design, select 
promotional appeals or increase customer satisfaction? In these situations the researcher is looking more for explana-
tion than just prediction, and an understanding of the process is required before it can be managed. In an academic 
setting, the strong theory-based approach favors the data model method, but there may be situations in which the 
algorithmic model provides insight not otherwise possible. One intriguing possibility is the “automation of discovery” 
where patterns of correlations can be analyzed and causal structure identified [38, 24]. We encourage analysts from 
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both cultures to try and understand the basic differences and ultimately the benefits that can be achieved through 
these two different, but increasingly complementary, approaches to analytics. 

toPic 3: cAUSAL inFeRence
Our last topic spans all of the issues we have discussed to this point—the impact of Big Data and the distinction 
between data models and algorithmic models. Causal inference is the movement beyond statistical inference to the 
stronger statement of “cause and effect” in non-experimental situations. While causal statements have been primarily 
conceived as the domain of randomized controlled experiments, recent developments have provided researchers 
with (a) the theoretical frameworks for understanding the requirements for causal inferences in non-experimental 
settings, and (b) some techniques applicable to data not gathered in an experimental setting that still allow some 
causal inferences to be drawn [36].

The move from statistical inference to causal analysis is not a single technique, but instead a paradigm shift 
incorporating an emphasis on the assumptions that are the foundation of all causal inferences and a framework 
for formulating and then specifying these assumptions [43]. The result is a general theory of causation based on 
the Structural Causal Model (SCM) first proposed by Pearl [42]. A key component of the SCM is the directed 

acyclic graph (DAG), which is a graphical representation of the causal relationships impacting the relationship 
of interest. Similar in some regards to the path models used in structural equation modeling (see Chapter 9), 
it differs in that its sole focus is on causal pathways and the ability of the researcher to “control for” all of the 
confounds that may impact the relationship of interest [30]. In Chapter 6 we introduce the notion of confounds 
and other “threats” to causal inference as well as one of the most popular methods for causal inference—propen-
sity score models. 

In many ways the increase in the use of causal inference is the result of the emergence of Big Data (i.e., the wealth 
of non-experimental data) and the desire for a more rigorous framework for analysis than statistical inference. Causal 
inference has become widespread in disciplines ranging from accounting [25] to the health sciences [47] and can 
be employed not only with basic statistical models, but more complex effects such as mediation [52] and structural 
equation modeling [10, 5]. Moreover, the techniques from many disciplines are being combined to generate an 
entirely new analytical framework for non-experimental data [37, 26, 44]. In the not too distant future we believe 
that all analysts will employ these causal inference methods to increase the rigor of their analysis and help overcome 
the doubts raised by many concerning the pitfalls of Big Data analytics [18].

SUMMARY
While some might question the relevance of these topics in a text oriented towards multivariate techniques, we hope 
that exposure to the ideas and issues raised in these areas will better inform the researcher in their activities. As 
evidenced in these discussions, the analyst of today is much more than just a technician trained to select and then 
apply the appropriate statistical technique. Yes, there are unique technical challenges facing today’s analyst with the 
many issues in Big Data and the competing approaches of data models versus algorithmic models, always striving 
to make causal inferences if possible. But these are more than technical problems, and analysts in both the academic 
and applied fields must develop their own approach for assessing these issues in each research situation they face. 
Only then can they design a research plan that best meets the overall needs of the research question.

Multivariate Analysis in Statistical terms

Multivariate analysis techniques are popular because they enable organizations to create knowledge and thereby 
improve their decision-making. Multivariate analysis refers to all statistical techniques that simultaneously analyze 
multiple measurements on individuals or objects under investigation. Thus, any simultaneous analysis of more than 
two variables can be loosely considered multivariate analysis.
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